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ABSTRACT

An integrated forecasting and data assimilation system has been and is continuing to be developed by the
Meteorological Research Branch (MRB) in partnership with the Canadian Meteorological Centre (CMC) of
Environment Canada. Part I of this two-part paper motivates the development of the new system, summarizes
various considerations taken into its design, and describes its main characteristics.

1. Introduction

An integrated atmospheric environmental forecasting
and simulation system, described herein, has been and
is continuing to be developed by the Meteorological
Research Branch (MRB) in partnership with the Ca-
nadian Meteorological Centre (CMC) of Environment
Canada. The bilingual acronym GEM has been adopted
for the model around which this system is constructed.
Thus in English the model is designated as ‘‘the Global
Environmental Multiscale model,’’ whereas in French
it is referred to as ‘‘le modèle Global Environmental
Multi-échelle.’’

There are three important motivations for modeling
the atmosphere. These are to forecast the weather, ad-
dress climate issues such as global change, and address
air quality issues such as smog, ozone depletion, and
acid rain. Modeled atmospheric phenomena cover a very
broad range of time and space scales, varying tempo-
rally from the subsecond scales of some chemical re-
actions to the centuries or millennia of climate simu-
lation, and spatially from the fractions of a meter of
chemical reaction and molecular diffusion, right through
to the global scale of tens of thousands of kilometers.
Numerical models of the atmosphere must be run with
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time and space scales that are commensurate with those
associated with the phenomena of interest, and this im-
poses serious practical constraints and compromises on
their formulation.

Emphasis is placed in this two-part paper on the con-
cepts underlying the long-term developmental strategy,
and on mesoscale results obtained using the described
GEM model at its present state of development.

The goals of Part I are as follows:

R Motivate and outline the staged and ongoing devel-
opment of a comprehensive and fully integrated global
atmospheric environmental forecasting and simulation
system.

R Discuss various design considerations.
R Summarize the current status of development.

Part II (Côté et al. 1998) is dedicated to presenting
mostly mesoscale results for the GEM model, in par-
ticular those that led to its operational implementation
for regional forecasting on 24 February 1997 at the
CMC.

2. Rationale for developing a universal modeling
system

a. Operational weather forecasting considerations

Two operational data assimilation and weather fore-
casting cycles—one global and one regional—have been
running daily at the CMC for a number of years. The
global cycle, based on a spectral model (Ritchie and
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Beaudoin 1994), addresses medium-range forecasting
needs and global data assimilation. The regional cycle
provides the more detailed short-range (to 2 days) fore-
casts over North America and some of its adjacent wa-
ters, and was based on the Regional Finite Element
(RFE) model (Mailhot et al. 1997) until its recent re-
placement by the GEM model.

Even though the two-cycle strategy is a costly choice,
it is considered the only acceptable alternative for ful-
filling the operational needs for both medium-range (and
therefore necessarily global) forecasting, and high-res-
olution regional forecasting. If the two cycles are cen-
tered around two distinct models, the strategy then re-
quires the maintenance, improvement, and optimization
of two sets of libraries and procedures. This is very
labor intensive (Courtier et al. 1991; Cullen 1993; Côté
et al. 1993), and is so for principally three reasons. First,
numerical weather prediction models and data assimi-
lation systems need significant recoding in order to reap
the benefits afforded by the new high-performance sig-
nificantly parallel computer platforms (Barros et al.
1995; Dickinson et al. 1995; Drake et al. 1995; Estrade
and Birman 1995; Hack et al. 1995; Hammond et al.
1995; Henderson et al. 1995; Isaksen and Barros 1995;
Michalakes et al. 1995; von Laszewski et al. 1995; Wol-
ters et al. 1995). Second, to improve the accuracy of
the initial state of the atmosphere, that is, that of the
analysis, requires a significant investment in the re-
search and development of new data assimilation meth-
ods (e.g., Daley 1991). In this regard, the development
of the tangent linear model of a forecast model and its
adjoint, often needed for four-dimensional data assim-
ilation [e.g., Courtier et al. (1991), (1994)], is time con-
suming. Third, to improve the predictive capability of
a weather forecast model requires that a significant effort
be devoted to the improvement of model parameteri-
zations. These motivate the consolidation of both the
global and regional assimilation and forecasting systems
within a single flexible modeling framework.

To build a model whose intrinsic versatility would
allow it to be used as the axle of both forecast cycles,
and therefore create a unified environment, was thus the
main incentive for the development of the GEM model.
Using similar reasoning, both Météo-France (Courtier
et al. 1991) and the U.K. Meteorological Office (Cullen
1993) have developed unification strategies, which are,
however, different. At Météo-France, the IFS/ARPEGE/
ALADIN (Integrated Forecast System/Action de Re-
cherche Petite Échelle Grande Échelle/Aire Limitée Ad-
aptation Dynamique Développement International) fore-
cast system has been developed in collaboration with
the ECMWF (European Centre for Medium-Range
Weather Forecasts). It is based on the use of a global
variable-resolution spectral model as proposed in Court-
ier and Geleyn (1988). For medium-range applications
the system is run at uniform resolution by ECMWF,
whereas it is run by Météo-France with variable reso-
lution concentrated over France for regional forecasts

to 3 days (Yessad and Bénard 1996). Because of some
unanticipated intrinsic limitations on resolution (Caian
and Geleyn 1997) due to the use of the Schmidt (1977)
coordinate transformation to achieve variable resolution
with a spectral model, a limited-area nonhydrostatic ver-
sion (ALADIN) has been developed (Bubnova et al.
1995) for higher and more-focused resolution applica-
tions using code shared with that of the global version.

The strategy of the UKMO is both similar and dif-
ferent. It uses the UKMO’s global uniform-resolution
finite-difference unified forecast/climate model (Cullen
1993; Cullen et al. 1997) for medium-range forecasting
and climate simulation, and a limited-area code-shared
version for mesoscale forecasting. In the context of me-
dium-range forecasting and climate simulation, Cullen
(1993) remarked that ‘‘Maintenance of two separate sys-
tems is no longer practicable or justified.’’ In the context
of medium-range and mesoscale forecasting he further
noted that the unified strategy ‘‘avoids the need for two
separate teams of scientists and software systems, and
allows the techniques used in large-scale modelling to
be rigorously tested at the higher resolution used in the
mesoscale model against the detailed observations avail-
able over the United Kingdom.’’ It also ensures a certain
consistency between the driven and driving models re-
garding the numerical methods and parameterizations
used, inasmuch as there is much communality for the
latter between the two configurations.

In our view, most of the considerations that led both
Météo-France and the UKMO to adopt unified modeling
strategies also apply in the Canadian context. Our own
unification strategy is based on the global variable-res-
olution strategy outlined in the shallow-water proof-of-
concept work of Côté et al. (1993). As mentioned there-
in, the adopted strategy was influenced by the Courtier
and Geleyn (1988) work but is, as argued both in Côté
et al. (1993) and below, more flexible and of broader
application.

b. Air quality modeling considerations

A multiscale atmospheric model is also beneficial for
the study of a wide range of air quality issues. A con-
sistent treatment of physical processes in the atmo-
sphere, advection, and chemical conversions, is now
recognized as essential to appropriately model the
earth’s atmospheric chemistry (Dastoor and Pudykiew-
icz 1996; Rood 1996). The coupling of the GEM model
with a comprehensive treatment of chemistry should
provide a framework for the study of atmospheric chem-
istry, both tropospheric and stratospheric, from the glob-
al scale down to the meso-g scale. The integrated system
also potentially permits better operational forecasts due
to an improved radiation budget based on a reliable
ozone distribution.
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c. Research community modeling considerations

On the one hand, the Canadian mesoscale community
needs a nonhydrostatic mesoscale research model for
the development and validation of physical parameter-
izations, such as surface- and boundary layer phenom-
ena, moist convection, gravity wave drag, as well as for
nowcasting research. On the other hand, research in
large-scale dynamical meteorology greatly benefits from
access to a global baroclinic model, and it is often con-
venient, for example, for examining quasi-horizontal
dynamics in the stratosphere, to also have access to a
shallow-water one. These needs are presently fulfilled
in Canada by the following Environment Canada mod-
els: the limited-area MC2 (Mesoscale Compressible
Community) model (Benoit et al. 1997); the global spec-
tral SEF model (Ritchie and Beaudoin 1994); and the
global climate model (GCM) (McFarlane et al. 1992).
A further need is for a model to attack problems that
are inherently multiscale, for example precipitating con-
vective cloud systems (Moncrieff et al. 1997).

The GEM model’s multiscale potential combined with
switch-controlled options to use either the fully com-
pressible Euler equations, the hydrostatic primitive
equations, or the shallow-water equations (the second
two of these exist, and work is under way for the first),
could provide a unified environment that would address
these needs with a single community model. This would
result in a further resource rationalization. It would also
facilitate technology transfer in both directions between
universities and Environment Canada (e.g., the transfer,
adaptation, and further validation of advanced param-
eterization schemes from the university milieu to an
operational one); enable researchers to easily test new
ideas in a variety of contexts (e.g., land surface schemes
for climate and synoptic- and mesoscale weather ap-
plications); without having to familiarize themselves
with another modeling system and without having to
interface their code with it; facilitate multidisciplinary
research (e.g., on stratospheric ozone depletion); and
facilitate research that requires the linkage of opera-
tional databases with models (e.g., the provision of ini-
tial and boundary conditions or verification analyses or
climatologies), or that requires data assimilation capa-
bility (e.g., assimilation of chemical-species data).

To fully achieve our goals for a highly flexible com-
munity modeling system, a code-shared limited-area op-
tion, similar in concept to the UKMO unification strat-
egy, should ultimately be developed. This would allow
high-resolution ‘‘process study’’ type integrations to be
performed with simple boundary conditions, thereby fa-
cilitating the development and calibration of parame-
terization schemes. It would also permit a comprehen-
sive evaluation of the relative merits of the driven lim-
ited-area nesting approach against the global variable
resolution one under well-controlled conditions using
identical spatial and temporal discretization methods,
physical parameterizations, horizontal and vertical res-

olution over the area of interest, initial conditions, and
lower boundary conditions.

d. Climate modeling considerations

As time progresses, the distinction between weather-
forecast and climate models becomes ever blurred due
to the increased sophistication of parameterizations in
weather forecast models and the increased resolution of
climate models. Evidence for this is provided by the
diverse mix of weather forecasting and climate models
used by participants to make 10-yr simulations in the
Atmospheric Model Intercomparison Project (Gates
1992, 1995). It is now possible to reconfigure a global
atmospheric circulation model for either weather fore-
casting or climate applications simply by fixing the res-
olution and appropriately choosing among available par-
ameterizations. This is exemplified by the use of the
UKMO Unified Model for both operational weather
forecasting, and for climate simulation (Murphy 1995;
Murphy and Mitchell 1995), and also by the use of the
ARPEGE model at Météo-France (Yessad and Bénard
1996; Déqué and Piedelievre 1995).

As indicated in Cullen (1993), the advantages of do-
ing so within a single universal model framework are
threefold. First, it is more economical to maintain and
further develop a single model than two or more. Sec-
ond, any improvements (e.g., better parameterizations,
numerical algorithms, diagnostics, optimized code for
existing and new computer platforms, etc.) developed
for weather forecasting or for climate simulation are
immediately available for other applications without
having to spend scarce, and possibly unavailable, re-
sources on code transplantation, adaptation, and vali-
dation. Third, improved validation of parameterizations
is possible because they can be easily tested in both
weather forecasting and climate mode. Validation in cli-
mate mode reduces the likelihood of a climate drift when
a parameterization is used in a data assimilation cycle,
whereas running in weather forecast mode provides a
better validation of the physical fidelity of certain par-
ameterizations because of a more direct comparison
against observations with much less spatiotemporal av-
eraging of the verification data.

In their recent work at the Hadley Centre with a nested
regional-climate model, Jones et al. (1995) and Jones
et al. (1997) found inconsistencies between the climates
of the driven (regional) and driving (global) models,
and argued that a priority for future work should be to
refine the experimental methodology. They briefly de-
scribed three possible avenues: (i) retain one-way nest-
ing but reduce the domain size to better constrain the
large-scale circulation and reduce the inconsistencies
between the global and regional climates; (ii) introduce
two-way nesting between the global and regional cli-
mate models; and (iii) use a global spectral model with
variable resolution as in the Déqué and Piedelievre
(1995) study. Compared with the nested approach, they
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stated that this latter option has the clear advantage of
circumvention of consistency problems, but the clear
disadvantage of degraded resolution at the antipodes of
enhanced resolution beyond that of a present-day global
climate model. This is due to the aforementioned lim-
itation by the Schmidt (1977) transformation on how
resolution varies in a variable-resolution global spectral
model, and it could potentially be addressed by the more
flexible variable-resolution strategy adopted herein. It
both permits a concentration of the resolution over an
area of interest, and allows one to constrain the reso-
lution at the resolution antipodes to be no worse than
that of a present-day global climate model. This does
not guarantee that this approach will indeed be viable
for regional climate modeling (e.g., perhaps the effect
of large-scale teleconnections is such that any local
mesh refinement becomes questionable), but the Fox-
Rabinovitz et al. (1997) comparison of uniform- and
variable-resolution integrations for the Held and Suarez
(1994) problem suggests that the approach should be
further explored.

The proposed global modeling framework could, with
an appropriate choice of parameterizations, be used for
both global climate modeling and, provided the Fox-
Rabinovitz et al. (1997) methodology withstands further
scrutiny and validation, also for regional climate mod-
eling.

e. In summary

The foregoing motivates the development of a new
highly flexible modeling system capable of meeting the
weather forecasting needs, both operational and re-
search, of Canada for the coming years. Such a modeling
system also has the potential to meet those of air quality
and climate modeling. A discussion follows of some of
the more important design considerations for the GEM
model at the heart of this modeling system.

3. Variable horizontal resolution

a. Rationale for global variable resolution

The compromise of regional modeling is to favor high
local resolution at the expense of a reduced period of
validity. To protect the integrity of a forecast over an
area of interest throughout the forecast period requires
a computational domain much larger than the area of
interest, since poorly resolved features at and near the
computational boundaries propagate inward and con-
taminate the forecast, resulting in an ever-diminishing
subdomain over which the forecast is accurate. Even
under the most favorable circumstances, errors will be
advected inward by the local wind. As a minimum, the
uniform-resolution part of any computational domain
therefore has to be sufficiently large that the entire em-
bedded area of interest will not be contaminated at any
time during the integration period by any error advected

inward from its boundary. Also any resolution degra-
dation or any application of numerical artifices, such as
blending or enhanced diffusion, should only be applied
outside this pristine uniform-resolution part of the com-
putational domain. Generally, the longer the integration
time and the larger the area of interest, the larger must
be the pristine uniform-resolution computational do-
main within which the area of interest is embedded.
However for some situations, for example, small-scale
surface forcing, the forced component of the flow may
be more important than the transient one. A realistic
and more detailed response, for example, low-level
channeling by valleys of an incoming uniform flow, may
then be obtained via a local enhancement of resolution,
without the need for correspondingly high resolution far
upstream.

Strategies for regional modeling fall into two broad
classes: interactive and noninteractive (e.g., Anthes
1983; Arakawa 1984; Staniforth 1997). For the non-
interactive approach (the most popular one) a coarse-
resolution forecast is used to specify time-dependent
lateral boundary conditions for a model integrated over
a limited area. The principal difficulty with this ap-
proach is the proper specification of lateral boundary
conditions for open domains, and is related to funda-
mental problems of mathematical well-posedness (Oli-
ger and Sundström 1978). It is theoretically possible to
obtain a well-posed problem with a pointwise specifi-
cation of boundary conditions for the continuously de-
fined Euler equations, but not for the hydrostatic prim-
itive equations. However, most, if not all, limited-area
models overspecify these conditions, regardless of
which particular equation set (hydrostatic primitive,
nonhydrostatic Euler, or anelastic) is employed, thereby
leading to an ill-posed discrete problem. In the absence
of any control mechanism this usually leads to noise at
the smallest-resolvable scale, which often appears near
outflow boundaries and then spuriously propagates up-
stream (e.g., Miyakoda and Rosati 1977; Arakawa 1984;
Robert and Yakimiw 1986; Vichnevetsky 1986), and can
even lead to computational instability (e.g., Baumhefner
and Perkey 1982). To compound the problem, spatial
computational solutions can under certain circumstances
be spuriously forced by lateral boundary conditions
(Mesinger 1973).

A common and essential ingredient of limited-area
strategies is the introduction of an adjustment region
immediately adjacent to the lateral boundaries, where
one or both of the techniques of blending and diffusion,
either explicit or implicit, are applied. Blending, that is,
a weighted average of the fine-resolution driven forecast
with the coarse-resolution driving one within a bound-
ary region, can destabilize the dynamic equilibrium of
an incoming flow (e.g., Staniforth 1997). Adding vis-
cosity (diffusion) to the equations in a boundary region
increases their order from first to second, but does not
in general render an overspecified problem well posed
(Oliger and Sundström 1978). While it can control noise
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problems, it does so at the expense of further smoothing
the already coarsely resolved incoming flow and further
reducing its accuracy. It can also give rise to spurious
and detrimental viscous boundary layers that may spu-
riously propagate and interact with the flow elsewhere
(Oliger and Sundström 1978).

A practical acid test that any successful limited-area
model should meet (Yakimiw and Robert 1990) is that
the solution obtained over a limited area should well
match that of an equivalent-resolution model integrated
over a much-larger domain. To rigorously validate a
model by conducting such acid tests in a controlled
manner is not trivial, principally because of the difficulty
and cost of setting up and running the control experi-
ment. This doubtless explains why very few reports of
such tests may be found in the literature for the vali-
dation of regional models using either of the two strat-
egies. It is surprisingly difficult to meet this acid test
even under very simple conditions. Motivated by the
failure of a baroclinic limited-area model undergoing
validation tests to satisfy this test, Robert and Yakimiw
(1986) evaluated, in the context of the linearized 1D
shallow-water equations, the nesting strategies of Wil-
liamson and Browning (1974), Perkey and Kreitzberg
(1976), and Davies (1976), variants of which are still
used in almost all of today’s limited-area models. They
found that none of these methods works acceptably well
for this simple problem. They did, however, note that
these methods would work well in this context if the
initial fields were first ‘‘flattened’’ close to the bound-
aries in a certain way. The results of their follow-up
work for the nonlinear 2D shallow-water equations
(Yakimiw and Robert 1990) suggest that their approach
represents an improvement over previous ones. How-
ever, it remains to demonstrate its advantage for baro-
clinic models, where boundary conditions are signifi-
cantly more difficult to specify and apply than for shal-
low-water models.

There have been a number of other reports over the
years, both theoretical and practical, concerning lateral
boundary condition–related difficulties with the non-
interactive approach. These include Sundström and El-
vius (1979), Davies (1983), Errico and Baumhefner
(1987), Gustaffson (1990), Imbard et al. (1987), Vuk-
icevic and Errico (1990), Errico et al. (1993), Alpert et
al. (1996), and Paegle et al. (1997). Arakawa’s (1984)
summary of the situation at the time of writing was:
‘‘Unfortunately, there is no standard method that has
been demonstrated satisfactory for a broad spectrum of
atmospheric events.’’ Although this evaluation was
quite some time ago, it is nevertheless corroborated by
the recent studies of Errico et al. (1993), Alpert et al.
(1996), and Paegle et al. (1997). These studies all in-
dicate that lateral boundary condition error can, de-
pending upon the meteorological situation, importantly
contribute to the total error. In particular, Alpert et al.
(1996) believe that boundary factors play a crucial role
in mesoscale modeling and that their importance has

been underestimated by the mesoscale community. We
concur. In our opinion, the problems of specifying and
applying lateral boundary conditions for limited-area
models have not as yet been entirely resolved, and more
must be done to validate the methodologies employed
by today’s mesoscale models, both interactive and non-
interactive. A tangent linear model of a forecast model
provides a powerful evaluation tool in this regard (Er-
rico et al. 1993).

Our own preference for strategy is the interactive
approach (e.g., Harrison and Elsberry 1972; Phillips and
Shukla 1973; Kurihara and Tuleya 1974; Courtier and
Geleyn 1988) where the resolution is varied in some
manner away from the fine resolution of an area of
interest to the coarser resolution of a surrounding outer
region. Arakawa (1984) claims that this approach is
conceptually superior. It has the desirable features that
the flows inside and outside the area of interest mutually
interact in a single dynamic system, and that it addresses
the well-posedness issue of limited-area models. This
is accomplished at the cost of integrating over a larger
domain, usually taken to be either quasi-hemispheric or
global. The cost effectiveness of this approach is dis-
cussed further below.

Imposing a wall boundary condition in the equatorial
region, as in, for example, the RFE model (Mailhot et
al. 1997) and the NCEP Nested Grid Model (DiMego
et al. 1992), has the virtue of yielding a mathematically
well posed problem. Note that to be consistent, the initial
conditions in the vicinity of the boundary must be ad-
justed to satisfy the wall condition of a contained flow.
Provided this is done in such a way as not to destroy
the dynamic equilibrium of the flow over the area of
interest because of a spurious induced large-scale im-
balance, the adjusted tropical flow has insufficient time
during the forecast period to contaminate the midlatitude
forecast. Note, however, that strong Hadley circulations
are important for sustaining subtropical jet streams,
which can influence midlatitude flow. This both makes
it more difficult to satisfactorily adjust the initial con-
ditions to respect an equatorial wall, and restricts the
validity of this approach as a function of both latitude
and length of forecast period: the equatorial wall strat-
egy is consequently more viable for Canada than for the
United States. Taking the outer-region domain to be
global rather than quasi-hemispheric, as advocated here,
is less restrictive and facilitates obtaining an initial at-
mospheric state that is in good large-scale dynamic bal-
ance and less sensitive to the geographical location of
the region of interest.

A smooth degradation of resolution in the outer do-
main avoids the deleterious impact on the accuracy of
the solution of an abrupt change in resolution (Arakawa
1984; Zhang et al. 1986; Vichnevetsky and Turner 1991;
Fox-Rabinovitz et al. 1997). The results of Gravel and
Staniforth (1992) indicate that even if the resolution can
be varied abruptly without introducing significant noise,
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FIG. 1a. The 255 3 289 variable-resolution horizontal grid of the currently operational regional
configuration of the GEM model: it has uniform 0.338 resolution over the 59.078 3 77.228 (180
3 235) central window.

the accuracy of the solution can nevertheless be severely
and unacceptably degraded.

b. Different approaches to global variable resolution

Variable resolution over the globe can be achieved in
a number of different ways. In Courtier and Geleyn
(1988) and Hardiker (1997) a continuous coordinate
mapping due to Schmidt (1977) is employed such that
the efficiency of the spectral method is hardly affected,
and this approach is used in Météo-France’s operational
ARPEGE model (Courtier et al. 1991). However the
nature of the conformal coordinate transformation limits
the focusing of the resolution to, roughly speaking,
meso-b-scale applications (Caian and Geleyn 1997). A
different continuous coordinate mapping, which is
weakly varying and orthogonal but nonconformal, is
used in Sharma et al. (1987) in the context of a finite-
difference discretization. In Paegle (1989), Paegle et al.
(1997), and Côté et al. (1993), variable resolution is
achieved using finite elements. For the Paegle (1989)
and Paegle et al. (1997) formulation the resolution is
varied and focused in the north–south coordinate direc-
tion only.

The Côté et al. (1993) formulation adopted here is
more general, and it permits resolution to be simulta-
neously varied in both coordinate directions in a flexible
manner. It is an adaptation of the variable-resolution
approach of the RFE model to spherical geometry using
a regular (but variable resolution) arbitrarily rotated lat-
itude–longitude mesh. The regular latitude–longitude
mesh facilitates computational efficiency since its reg-
ularity is reflected in the resulting matrix structures, and
certain properties that only hold for regular meshes can
then be exploited [see Staniforth (1987) for discussion].
Rotating the mesh permits resolution to be focused over
any area on the earth, and addresses the aforementioned
limitation of the RFE model, namely, that it was de-
signed for midlatitude applications and not for high-
resolution tropical ones.

Sufficiently far removed from the uniform-resolution
subdomain, the variable-resolution forecast will of
course be of inferior quality to that of a uniform-reso-
lution medium-range one, and this is only to be ex-
pected. It is simply the result of trading enhanced ac-
curacy over a region of interest against reduced accuracy
(or no forecast at all) elsewhere, and it is the essence
of all regional forecasting strategies.
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FIG. 1b. As in Fig. 1a but viewed from a different perspective.

Variable resolution gives rise to a local degradation
in accuracy and this results in local flow distortions.
This distortion is, however, quite small in regions where
the resolution is not significantly degraded. Kalnay de
Rivas (1972) and Fox-Rabinovitz et al. (1997) have ex-
amined the truncation errors associated with the ap-
proximation of derivatives on a variable-resolution
mesh. They show that approximating derivatives on
nonuniform but smoothly varying meshes such as those
described herein can be considered to be equivalent to
approximating them with uniform resolution in a trans-
formed coordinate system. Smoothly varying the mesh
has two advantages. First it keeps the local truncation
errors reasonably small, although they are admittedly
larger in the region of degraded resolution, as one would
expect. Second, compared to using meshes with an
abrupt variation in resolution, spurious dispersion is
greatly reduced as discussed in Fox-Rabinovitz et al.
(1997) and in considerably more detail in Vichnevetsky
(1986). Smoothly varying the resolution greatly reduces
the possibility that the group velocity spuriously
changes sign, which is the mathematical criterion that
determines whether wave reflection occurs or not. This
makes it a lot less likely that gravitational disturbances
propagating outward from the uniform-resolution part

of the domain will be spuriously reflected back from
the internal boundary where resolution changes. Instead
they continue outward as they should, albeit with some
flow distortion as they leave the uniform-resolution sub-
domain. This behavior is analogous to an optics problem
(Davies 1983), where light is smoothly refracted in a
continuously varying medium, but partially or totally
reflected at the interface of two uniformly defined but
different media.

c. Different mesh configurations for different
applications

For global-scale problems, such as medium-range,
monthly, and seasonal weather forecasting, the long-
range transport of pollutants, and climate scenarios, a
uniform latitude–longitude mesh configuration is ap-
propriate. Resolution can in principle be degraded some-
what in the Southern Hemisphere for some Northern
Hemisphere applications, and vice versa. Fox-Rabinov-
itz et al. (1997) report success with this strategy for the
Held and Suarez (1994) dynamic-core problem.

For smaller-scale problems, several variable-resolu-
tion horizontal mesh configurations are displayed in
Figs. 1–3, illustrating the flexibility of the approach.
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FIG. 2. A variable-resolution 427 3 414 meso-b mesh having a 108 3 108 (304 3 304) window
of uniform 0.0338 resolution, centered on 53.58N, 1228W.

The first of these, shown from two different viewing
perspectives in Figs. 1a,b, is suitable for forecasting at
the synoptic scale for periods of up to 48 h. Over North
America the resolution is 0.338, and the resolution
smoothly degrades away from the uniform-resolution
subdomain with each successive mesh length being ap-
proximately 10% larger than that of its preceding neigh-
bor. This mesh, covering approximately the same area
as the last operational configuration of the quasi-hemi-
spheric RFE model, has, perhaps surprisingly, 5% fewer
degrees of freedom: this is because it is more efficient
to work directly on the globe rather than on a distorted
projection of it. Operationally, the GEM model uses the
grid configuration of Fig. 1 to provide 48-h forecasts.
The uniformly spaced (in latitude and longitude) mesh
points in the high-resolution window are also almost
uniformly spaced on the sphere with mesh lengths that
vary between a maximum of approximately 37 km (for
mesh lengths oriented west to east) and a minimum of
29 km (attained on the Atlantic and Pacific boundaries).
This may be compared to the high-resolution window
of the above-mentioned RFE mesh, where the corre-
sponding mesh length spacing over the sphere varies
from approximately 38 km (near the North Pole) to 25

km (in the Caribbean). Although this is not an essential
element of the strategy, it was found convenient to orient
the GEM model’s mesh as in Fig. 1. This is because it
gives somewhat enhanced resolution at inflow on the
western geographical boundary of the high-resolution
window, and because it also gives a vector length of
255 which is well suited to the architecture of the En-
vironment Canada’s NEC SX-4 computer.

The second grid configuration (Fig. 2) is suitable for
meso-b-scale problems, such as forecasting the weather
in more detail for periods up to 12 h. The resolution is
now focused over a much smaller size (108 3 108 ;
1100 km 3 1100 km) uniform-resolution subdomain,
which is centered over British Columbia for this ex-
ample. The resolution (0.0338 ; 3.6 km) of this sub-
domain is 10 times finer than that of Fig. 1. The third
grid configuration (Fig. 3) is suitable for meso-g-scale
problems, such as simulating an urban smog episode for
a few hours, and the mesh is now centered over Montreal
Island. For this highly focused mesh, the resolution
(0.00338 ; 360 m) is further increased by a factor of
10 and focused over a 50-times-smaller (1.368 3 1.368
; 150 km 3 150 km) subdomain. For both the meso-
b and meso-g meshes (Figs. 2 and 3), the resolution
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FIG. 3. A variable-resolution 584 3 569 meso-g mesh having a 150 km 3 150 km (413 3 413)
window of uniform 0.00338 resolution, centred on 45.58N, 73.58W.

again varies smoothly away from the uniform-resolution
subdomain, with the same approximately 10% succes-
sive increase in mesh length as the synoptic-scale con-
figuration (Fig. 1).

d. Mesh properties

All three of the shown mesh configurations have the
remarkable property that at least 50% of the total mesh
points (i.e., approximately 70% for each of the two co-
ordinate directions) are over the uniform high-resolution
area of interest. This implies that the overhead of using
a variable-resolution global model for very small scale
applications over small areas is affordable, without nec-
essarily being optimal.

The adopted variable-mesh strategy has the property
that it becomes increasingly cost effective as a function
of increasing resolution when resolution is focused over
a given area. To see this, consider the cost of increasing
the resolution over the uniform-resolution subdomain
of the operational mesh (Fig. 1) while holding its size
fixed, and while also smoothly degrading the resolution
away from this subdomain in exactly the same manner:
that is, each successive mesh length is always approx-

imately 10% larger than its predecessor when moving
outward in any of the four compass directions. The per-
centage of points over the uniform-resolution North
American subdomain then increases exponentially (see
Fig. 4, obtained using the analysis given in the appen-
dix) as a function of increasing resolution over the sub-
domain. When computer power becomes available at
the CMC to allow a 10-km-resolution regional config-
uration, the percentage of mesh points over the sub-
domain of interest will go from today’s 57% (approx-
imately 76% in each coordinate direction) to 78% (ap-
proximately 88% in each of the two directions). Thus,
this global variable-resolution strategy, which is already
viable for regional forecasting for Canada at today’s
resolution, will become ever more so in the future.

e. Discussion

As stated above, global variable resolution has the
desirable features that the flows inside and outside the
area of interest mutually interact in a single dynamic
system, and that it addresses the well-posedness issue
of limited-area models. This is, however, accomplished
at the cost of integrating over a larger domain and it is
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FIG. 4. The percentage of points located over the uniform-resolution
59.078 3 77.228 subdomain of the operational regional configuration
of the GEM model w.r.t. the total number of points, as a function of
increasing resolution. Dashed line denotes the current operational
resolution.

natural to ask the questions, how does the cost of run-
ning a variable-resolution global model compare to that
of running a limited-area model, and what does one get
for the expended computational effort? These are very
difficult questions to answer in a general manner since
the answers depend on many factors such as the size
and geographical location of the area of interest, the
forecast period, the resolution, the prevailing meteo-
rological conditions, the difference in resolution be-
tween driving and driven models, the accuracy of a driv-
ing model’s forecast, and the particular limited-area or
variable-resolution techniques employed. Nevertheless,
an attempt will be made to theoretically outline some
of the issues.

Assume that it is desired to obtain a forecast over a
specified area of interest, such as the United States or
Canada, for a certain period of time, say 48 h, at a certain
resolution. To protect the integrity of the forecast at this
resolution at the end of the time period, it is necessary
as a minimum to integrate a model over a larger region
at the uniform high resolution of the now-embedded
area of interest. No numerical ‘‘fixes’’ are allowed with-
in this larger area since the resulting errors would have
the time to contaminate the area of interest within the
forecast period and compromise its integrity. As dis-
cussed in Staniforth (1997), the size of this uniform-
resolution integration domain depends very much upon
the period of integration, the size of the area of interest,
and the meteorological conditions, but it is typically
many times larger than the area of interest. This is par-
ticularly so for wintertime situations with strong jets,
and much less so for summertime ones with weak syn-
optic circulations but strong subsynoptic ones. Most
forecast centers use a fixed integration area for all sea-
sons, and it can be inferred from this that they intend

that the chosen integration domain be able to properly
handle worst-case scenarios.

Thus far in the argument, no distinction has been
made between the global variable-resolution and lim-
ited-area strategies, and all other things being equal, the
computational cost of the two strategies is thus far iden-
tical. Where things differ is how, and at what cost, one
embeds this ‘‘protective’’ area within an even-larger in-
tegration domain. In a perfect world there would be no
need to make this further extension of integration do-
main for the driven limited-area strategy, and it would
be a clear winner. In reality, and as discussed above, it
is necessary to enclose the minimum-sized ‘‘protective
area’’ by a computational buffer region of sufficient size
to adequately adjust the limited-area solution to that of
the driving model. The size of this boundary region very
much depends upon the accuracy of the information
provided by the driving model within this region and
upon the numerical adjustment strategy used. If the in-
formation provided is accurate and reasonably consis-
tent with that of the driven model, and the numerical
adjustment strategy well respects this [see however
Staniforth (1997) for a blending counterexample], then
this helps to keep this region, and the overhead, small:
otherwise it may need to be much larger. An example
of how things can go wrong is if the driving model
provides a very poor forecast, for example, it spuriously
breaks down a blocking high or misrepresents the pre-
cursor for an explosive development, due to a deficiency
in the driving model or in the older analysis used as its
initial conditions. The limited-area model then produces
a forecast that respects these (by hypothesis) signifi-
cantly erroneous boundary conditions and it conse-
quently has a serious systematic error at the scale of the
domain size (Vukicevic and Errico 1990).

For the variable-resolution strategy, additional mesh
points must be added to provide global coverage, subject
to the constraint that the resolution not vary too rapidly.
This overhead varies widely according to application:
there are, however, some mitigating factors. First and
foremost is that the global variable-resolution approach
is mathematically well posed and therefore more likely
in our view to robustly give good results over a broader
spectrum of situations than the limited-area one. Second,
the variable-resolution strategy is not susceptible to the
forecast degradation mentioned above for driven lim-
ited-area models due to deficiencies in their driving
model and/or its use of an older analysis. Third, there
is no established consensus on the size of a limited-area
model’s computational buffer region (which greatly in-
fluences the comparative cost of the two strategies) and
we believe that its width is often underestimated, pos-
sibly seriously so. Fourth, we believe that a 10% local
variation in mesh length is a conservative estimate
which could conceivably be significantly increased
when flow gradients are small around the uniform-res-
olution subdomain (e.g., for an idealized mesoscale sim-
ulation embedded within a quiescent environment), with
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a consequent reduction in the overhead. The diffusion
coefficient could also be increased outside of the uni-
form-resolution subdomain to locally control any prob-
lems due to a more-rapid local variation of resolution.

4. Other numerical modeling design considerations

a. Nonhydrostatic considerations

The hydrostatic assumption, namely, the neglect of
vertical acceleration in the vertical momentum equation,
is an excellent approximation that is well respected in
the atmosphere down to scales of 10 km or so. However
at these scales the dynamical effects excluded by the
hydrostatic assumption, for example internal wave
breaking and overturning, start to become nonnegligi-
ble. To date, computer limitations have been such that
almost all operational weather forecast (and climate sim-
ulation) models have been run with horizontal mesh
lengths coarse enough to confidently employ the hy-
drostatic primitive equations. Looking to the future
however, this will change (Daley 1988). In particular,
if the new model is to be applied with meso-g-scale
mesh configurations similar to that of Fig. 3, then it
should use the fully compressible Euler equations in-
stead of the so-called hydrostatic primitive ones. This
motivates the use of the ‘‘hydrostatic pressure’’ vertical
coordinate proposed in Laprise (1992). This coordinate
system permits a switch-controlled choice between the
hydrostatic primitive equations (for large- and synoptic-
scale applications), and the nonhydrostatic Euler equa-
tions (for smaller-scale applications), thus getting the
best of two worlds. The computational and memory
overhead associated with the latter option can then be
avoided for applications where the hydrostatic approx-
imation is valid. A terrain-following normalized pres-
sure (Phillips 1957; Kasahara 1974) version is possible
(Bubnova et al. 1995), allowing an easy incorporation
of the lower boundary, and a relaxation toward the hor-
izontal upward from the earth’s surface. For atmospheric
applications, there is virtually no scale restriction on
using hydrostatic pressure as vertical coordinate since
it only requires density to be positive, and integrations
are presented in Bubnova et al. (1995) with horizontal
resolution as high as 80 m. Note, however, that terrain-
following transformations ultimately break down in the
presence of cliffs due to a breakdown of differentiabil-
ity.

The vertical coordinate of the GEM model is de-
fined by

p 2 pTh 5 , (4.1)
p 2 pS T

where p is the ‘‘hydrostatic pressure’’ of Laprise, that
is, it satisfies

]p
rg 5 2 . (4.2)

]z

It has the advantage that it permits a straightforward
adaptation of an existing library of physical parame-
terizations developed over the last decade or so. Al-
though the GEM model has been formulated in terms
of this terrain-following ‘‘hydrostatic pressure’’ coor-
dinate, at the present state of development the code only
exists for the hydrostatic primitive equations. Work on
the nonhydrostatic version is, however, under way.

b. Efficient time integration schemes

Numerical efficiency is very important when mod-
eling the atmosphere. Vertically propagating acoustic
waves and horizontally propagating external gravity
waves propagate many times faster than the local wind
speed, by a factor of 3 or more depending upon appli-
cation. The time step of explicit Eulerian integration
schemes is restricted by the speed of the fastest-prop-
agating modes, which means that the time step is usually
constrained by modes that carry little energy. The re-
strictions are particularly severe for global finite-dif-
ference or finite-element models due to the convergence
of the meridians at the poles. This motivates the use of
an implicit (or semi-implicit) time treatment of the terms
that govern the propagation of acoustic and gravitational
oscillations in order to greatly retard their propagation
and permit a much larger time step. It results in the need
to solve a 3D elliptic boundary value (EBV) problem.
For a time-implicit scheme to be computationally ad-
vantageous, it must be possible to integrate with a suf-
ficiently large time step to offset the overhead of solving
the EBV problem. This is usually the case even for
nonhydrostatic flows as discussed in Skamarock et al.
(1997).

A further advantage of a time-implicit treatment of
acoustic and gravitational oscillations (Staniforth 1997)
is that for large time steps it dramatically retards the
inward propagation of any error from the boundary re-
gion of a limited-area model, or from the outer region
of a variable-resolution model. To protect the integrity
of the forecast over an area of interest against contam-
ination by any significant such source of error, a pro-
portionately larger and possibly prohibitively costly
computational domain would thus be needed by a model
that employs an explicit time treatment of the acoustic
and gravity terms. Such a problem may occur when the
solution at the lateral boundary of a driven limited-area
model becomes spuriously discontinuous due to over-
specification of the boundary conditions (Oliger and
Sundström 1978), or when the boundary values provid-
ed by the driving model happen to be inaccurate and in
significant disagreement with the internally generated
flow, thereby projecting nonnegligible energy onto
small-scale rapidly propagating modes.

For an Eulerian treatment of advection, the use of an
implicit or semi-implicit time scheme then constrains
the local Courant number (UDt/Dx) to be somewhat less
than unity. For a latitude–longitude representation of
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the sphere this is particularly restrictive in polar regions
due to the convergence of the meridians, but elsewhere
the time truncation error is still several factors smaller
than the spatial truncation error. This motivates the use
of a semi-Lagrangian treatment of advection [Robert
(1981), (1982); see Staniforth and Côté (1991) for a
review], which is stable for Courant numbers much
greater than unity and permits the time step to be chosen
on the basis of accuracy rather than stability. The gov-
erning equations are thus approximated along a parcel
trajectory that arrives at a mesh point at the new time
step. The evaluation of substantive derivatives then re-
duces to taking a time difference along a trajectory.
Upstream values are computed by interpolation (usually
cubic) of values at mesh points surrounding the depar-
ture point (which is generally not a mesh point). Al-
though semi-Lagrangian advection is not as local as
Eulerian advection, it is nevertheless still local and
therefore viable for models with global domains on mas-
sively parallel architectures as demonstrated in, for ex-
ample, Barros et al. (1996).

Semi-implicit semi-Lagrangian methods were origi-
nally developed for hydrostatic primitive equation mod-
els (Robert et al. 1985) and are finding increasing favor
for both weather forecast models (e.g., Chen and Bates
1996a; Gustafsson and McDonald 1996; Moorthi 1997;
Purser and Leslie 1994; Ritchie and Beaudoin 1994;
Ritchie et al. 1995; Tanguay et al. 1989), and climate
models (e.g., Chen and Bates 1996b; Walsh and
McGregor 1995; Williamson and Olson 1994, William-
son et al. 1998, Williamson and Olson 1998). They have
also been extended to the fully compressible Euler equa-
tions (e.g., Tanguay et al. 1990; Bubnova et al. 1995;
Semazzi et al. 1995; Cullen et al. 1997).

The choice of a semi-Lagrangian algorithm is also,
in our opinion, a good one for air quality studies. Chem-
ical reactions are highly dependent on the concentration
gradients of the various species (Edouard et al. 1996);
because of its small dispersion error, semi-Lagrangian
advection well maintains sharp gradients, leading to
very accurate chemical transport models (CTMs).

Recently Bartello and Thomas (1996) have claimed
that semi-Lagrangian schemes are not cost effective for
flows with shallow spectra (estimated by them to occur
in the atmosphere for scales below 200–300 km), and
particularly for flows with significant mesoscale topo-
graphic forcing (Rivest et al. 1994; Pinty et al. 1995;
Héreil and Laprise 1996). The only practical evidence
given to support their claim is an example of unforced
uniform advection in 1D, which is not at all represen-
tative of the cited topographically forced/high-defor-
mation 3D mesoscale flows with shallow spectra, and
is therefore, in our opinion, unconvincing.

The crux of their theoretical argument is that because
there is no time step advantage for semi-Lagrangian
advection for such flows, it is more cost effective to use
a lower-order Eulerian advection scheme rather than a
higher-order, more accurate but more expensive, semi-

Lagrangian one. Semi-Lagrangian advection for Cour-
ant numbers less than unity is, however, equivalent to
upwind-biased Eulerian advection (Dietachmayer 1990;
Bates 1991; Staniforth and Côté 1991; Leslie and Die-
tachmayer 1997). Indeed, Leslie and Dietachmayer
(1997) argue that what counts is not whether the ad-
vection is semi-Lagrangian or Eulerian, but whether the
scheme is of high order, and whether this order is even
or odd. They also substantiate their argument with nu-
merical results for the warm-bubble problem. Thus the
issue raised by Bartello and Thomas (1996) is not really
one of semi-Lagrangian versus Eulerian advection, but
rather reduces to the age-old question (e.g., Kreiss and
Oliger 1973), is it more cost effective to use a lower-
order scheme at higher resolution or a higher-order one
at lower resolution?

When examining this question it should be remem-
bered that higher resolution has other implications than
just the cost effectiveness of approximating advection,
a point that is mentioned but downplayed in Bartello
and Thomas (1996). In particular, higher resolution for
the same accuracy implies an order-of-magnitude or
more increase in memory demands; an order-of-mag-
nitude or more points at which physical parameteriza-
tions presumably need to be computed and (for semi-
implicit models) EBV problems solved; and the need
for more time steps due to the use of the recommended
three-time-level (required for stability reasons) centered
second-order scheme, rather than a two-time-level third-
order (in space) upwind-biased one that permits a larger
time step for the same temporal truncation error. This
latter consideration was overlooked by them. In our
view the onus is still upon the proponents of the hy-
pothesis that semi-Lagrangian methods are not cost ef-
fective at the mesoscale to demonstrate that this is in-
deed so by performing comparative integrations under
realistic conditions.

Although we remain unconvinced by both their ar-
guments and conclusions, it is nevertheless natural to
ask the question, if it really does turn out that semi-
Lagrangian techniques are not viable in the future for
whatever reason, how would this result affect the strat-
egy proposed herein? Our answer is that in this case an
Eulerian option could be introduced into the advection
code (which is highly localized) to obtain an Eulerian
version of the model [similar to the global variable-
resolution Eulerian formulation of Fox-Rabinovitz et al.
(1997)], and a code-shared limited-area Eulerian ver-
sion. This would also require changing the time scheme
for stability reasons from a two-time-level-based one to
a three-time-level one.

c. Monotonicity and conservation

The interpolation procedure of the semi-Lagrangian
algorithm can give rise to a local violation of mono-
tonicity due to the Gibbs phenomenon. This can have
particularly deleterious effects for physical quantities
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used by either the subgrid-scale parameterization, or the
CTM. To alleviate this potential problem, the monotonic
scheme of Bermejo and Staniforth (1992) is adopted.
In this scheme, a high-order estimate (using cubic in-
terpolation) is blended with a low-order one (using lin-
ear interpolation, which guarantees monotonicity). Con-
sistent with approximation theory, the blending is done
in such a way that the high-order solution is favored
whenever smoothness warrants it (i.e., most of the time),
otherwise the low-order solution is more strongly
weighted.

Conservation is considered by many to be a potential
problem for semi-Lagrangian schemes. Although con-
servation is generally excellent for short-term high-res-
olution integrations, it may be inadequate for longer
(climate scale) simulations, or for particularly sensitive
air quality studies. Priestley (1993) proposed a con-
serving variant of the monotonic Bermejo and Staniforth
algorithm such that conservation is additionally en-
forced as a constraint via a minimization procedure, with
local adjustments being made where the interpolation
procedure is most susceptible to introduced errors. This
algorithm has recently been introduced into the GEM
model as an option for the interpolation of the humidity
and cloud liquid water, as well as passive tracers, but
is not as yet used operationally.

5. Data assimilation

Assimilation of both in situ and remotely sensed data
[see Daley (1991) for a review] provides both the initial
conditions required for numerical weather prediction
and a means of monitoring climate change. It can also
provide initial conditions for chemical species, such as
ozone. The development of improved assimilation meth-
ods is an area of intense international research at the
present time. These include 3D and 4D variational as-
similation and extended Kalman filtering. Since nu-
merical models are usually used as constraints for data
assimilation, present and anticipated developments in
data assimilation must be taken into account when de-
signing a new model. A comprehensive discussion of
data assimilation issues is beyond the scope of this pa-
per, but a number of issues relevant to the development
of data assimilation for the GEM model are touched
upon herein.

Considerations for assimilating data at large and syn-
optic scales using the GEM model with uniform reso-
lution are very similar to those for global uniform-res-
olution gridpoint models such as the UKMO Unified
(Cullen 1993) and Moorthi et al. (1995) Models. Ad-
ditional problems are, however, generally encountered
when assimilating data at higher resolution. Some of
these problems are related to fundamental scale and data
issues, whereas some are peculiar to which strategy (in-
teractive or noninteractive) is adopted for regional mod-
eling.

A brief overview of mesoscale data assimilation is-

sues is given in Daley (1991), and these include the
following:

R A lot flatter kinetic energy spectrum for mesoscales
than for synoptic and large scales (a k25/3 power law
versus a k23 one, where k is horizontal wavenumber),
worsening aliasing problems;

R a penury of data at sufficient density and of sufficient
quality;

R a breakdown at the mesoscale of some of the scale
and dynamic-balance assumptions that are implicitly
assumed to hold when assimilating data at the large
and synoptic scales; and

R the intermittency of some mesoscale phenomena.

These issues occur regardless of whether the strategy is
of the interactive or noninteractive type and will remain
highly challenging for many years to come.

The advection of poorly resolved information from
outside a pristine uniform-resolution subdomain in-
creases the forecast error of the model, be it interactive
or noninteractive, used as a constraint in mesoscale data
assimilation. For a limited-area model this is due to the
lower space and time resolution of the driving model
that furnishes the boundary conditions, and to the damp-
ing effect of the surrounding computational buffer re-
gion as information propagates through it. For the GEM
model it is due to the lower resolution of the variable-
resolution part of its domain.

For a limited-area data assimilation system, the open
lateral boundary conditions complicate matters [e.g.
Gustaffson (1990); Daley (1991)]. They generally ov-
erconstrain the analyses near the boundaries, which can
lead to errors at the scale of the limited area, and they
also make it more difficult to obtain realistically bal-
anced analyses. Gustaffson (1990) has shown that fore-
cast accuracy can be significantly degraded, even over
the center of the forecast area, when the lateral boundary
conditions used in the assimilation cycle are insuffi-
ciently accurate. This can occur due to inaccuracies in
the forecasts of the driving model initiated from anal-
yses valid 6 or 12 h prior to the current analysis time.
It is possible in principle to allow recently observed
data (e.g., at the current analysis time), if available in
sufficient quantity and of sufficient accuracy, to correct
a trial field in the vicinity of the lateral boundaries at
the current analysis time. This strategy can, however,
only be expected to be partially successful, since it leads
to further discrepancies between the internally deter-
mined flow over the limited-area and the cross-boundary
flow as incorrectly specified (by hypothesis) by the driv-
ing model. As pointed out by one of the reviewers, it
has been found in practice at the UKMO that the me-
soscale model has to be run after the larger-scale driving
model, so that up-to-date data is used in the provision
of the synoptic driving fields. The effect of this is ex-
actly the same as using the single-model strategy pro-
posed herein.

For a global data assimilation system that uses a vari-
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able-resolution model, such as the GEM one, the vari-
able resolution can potentially cause two problems.
First, when run in a self-contained manner independent
of a global uniform-resolution system, analysis climate
drift is a possibility. Provided the large-scale driving
data assimilation system does not have a climate drift,
and provided the limited area is not too large, a limited-
area one is unlikely to have a serious drift since it is
strongly constrained by the lateral boundary conditions.
Second, even if there is no climate drift, accuracy may
be degraded over the high-resolution area due to the
advection of poorly represented information from low-
resolution parts of the domain. Whether such problems
occur depends on the extent to which resolution is poor
outside the high-resolution subdomain, and on whether
the data density and quality is sufficient to give accurate
analyses for those parts of the domain that influence the
accuracy of the ensuing forecast over the area of interest.

The above considerations motivate the development
of a regional data assimilation spinup cycle (e.g.,
DiMego et al. 1992; Chouinard et al. 1994; Rogers et
al. 1996), using optimal interpolation (OI) data assim-
ilation techniques (Daley 1991) or 3D or 4D variational
ones (e.g., Parrish and Derber 1992; Zupanski 1993;
Courtier et al. 1994; Gauthier et al. 1996). Spinup data
assimilation systems provide well-balanced analyses
and reduce the time it takes from forecast initiation to
achieve realistic precipitation rates. A typical period for
a spinup cycle is 12 h. This is a good compromise be-
tween being long enough to address the precipitation
spinup problem, but short enough that poorly resolved
information does not propagate too far inward and there-
by deteriorate the analysis and subsequent forecast. Note
that high resolution over data-sparse regions such as the
Pacific is not guaranteed to lead to better analyses, since
data sparsity is probably the factor that most limits the
accuracy of analyses there. This means that the reso-
lution over the eastern Pacific of the operational re-
gionally configured GEM model is probably quite suf-
ficient for the purposes of a 12-h spinup data assimi-
lation cycle.

A possible advantage of a variable-resolution assim-
ilation system compared to a limited-area one is that
recently observed data is more likely to improve the
quality of the analysis in the vicinity of the internal
boundary between the uniform-resolution subdomain
and the variable-resolution part of the mesh. The data
is assimilated naturally in this region without doing any-
thing special. The analysis can then be expected to be
in realistic balance, and the ensuing forecast should also
remain in good balance throughout the forecast period
since there cannot be any inconsistency between it and
some independently, and possibly wrongly, determined
boundary conditions provided by a driving model. Also,
recent data outside a uniform-resolution subdomain can
improve the analysis over the uniform-resolution sub-
domain, since the length scale of horizontal correlation
functions can be sufficiently large that a piece of data

outside the uniform-resolution subdomain can influence
the analysis within it. The current analysis of most if
not all limited-area assimilation systems are unaffected
by such data because it is not used.

The GEM model and a 3D variational (3DVAR) data
assimilation system (Gauthier et al. 1996), driven by the
CMC’s spectral model, were developed concurrently.
This affected both the development of a GEM-driven
data assimilation system and the staged operational im-
plementation of the GEM model at the CMC. The RFE
model had a 12-h OI-based spinup cycle (Chouinard et
al. 1994), and it would have been natural to have de-
veloped a similar cycle for the GEM model for oper-
ational regional forecasting as we had originally in-
tended. This was, however, judged to be a wasted effort,
since the system would soon need to be replaced by a
3DVAR one. It was therefore decided to try to imple-
ment the GEM model for regional forecasting without
a spinup cycle in the belief that the GEM model’s per-
formance would justify this, while simultaneously pre-
paring a 3DVAR-based spinup system that would be-
come viable after the SEF-driven 3DVAR system was
validated. This validation culminated in the operational
replacement of the SEF-driven OI system (Mitchell et
al. 1996) by the SEF-driven 3DVAR one on 18 June
1997.

Shortly thereafter, a GEM-driven 3DVAR regional
spinup and forecast cycle was run and evaluated twice
daily by the CMC over a two-month period, and led to
its operational implementation on 24 September 1997.
The spinup cycle uses the incremental approach (Court-
ier et al. 1994) where innovations are computed in ob-
servation space with respect to the background state at
the model’s full resolution, whereas global analysis in-
crements are calculated at lower resolution. This will
be described in detail by its developers in a future pub-
lication. Tests conducted with 33 cases drawn from the
four seasons, plus the results from the two-month preim-
plementation period, show that both the analyses and
the forecasts improve on average when using this spinup
cycle, and precipitation spinup time is considerably re-
duced. Priorities for further development of this system
include producing the analysis increments directly on
model surfaces, improving the specification of the back-
ground error statistics, and making better use of both
conventional data (e.g., significant-level radiosonde data
and surface observations) and remotely sensed data
(e.g., assimilation of satellite radiances).

Some of the more promising 4D data assimilation
techniques require the tangent linear model (TLM), and
its adjoint, of the underlying atmospheric forecast model
to be developed. Some preliminary work on the semi-
Lagrangian and iterative-process aspects of this was per-
formed in the MRB in anticipation of this need (Pola-
varapu et al. 1995; Polavarapu and Tanguay 1998; Tan-
guay et al. 1997). The TLM and its adjoint for the ad-
iabatic hydrostatic primitive equation version of the
GEM model has been developed (Polavarapu and Tan-
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guay 1997, personal communication). It is currently be-
ing used for sensitivity studies, which will be reported
on elsewhere, and the MRB plans to build on both this
work and the existing 3DVAR system to eventually de-
velop a 4DVAR system for the GEM model.

6. Model formulation

a. Governing equations

At the present stage of development, the governing
equations are the forced hydrostatic primitive equations,
thus,

HdV
H H1 R T = lnp 1 =f 1 f (k 3 V ) 5 F , (6.1)d ydt

d ]p ]ḣ
Hln 1 = ·V 1 5 0, (6.2)) )dt ]h ]h

d T p dy Tyln 2 k ln 2 kḣ (lnp*) 5 F , (6.3)1 2 1 2[ ]dt T* p* dh

dqy qy5 F (6.4)
dt

]f ] lnp
5 2R T , (6.5)d y]h ]h

where

p 5 rR T , (6.6)d y

and

d ] ]
H5 1 V ·= 1 ḣ , (6.7)

dt ]t ]h

is the substantive derivative following the fluid. Here,
VH is horizontal velocity, f [ gz is the geopotential
height, r is density, T y is virtual temperature, k 5 Rd /
cpd , Rd is the gas constant for dry air, cpd is the specific
heat of dry air at constant pressure, q y is specific
humidity of water vapor, f is the Coriolis parameter,
k is a unit vector in the vertical, g is the vertical
acceleration due to gravity, and FH , , and areT qy yF F
parameterized forcings (see below). Equations (6.1)–
(6.4) are, respectively, the horizontal momentum,
continuity, thermodynamic, and moisture equations,
and (6.6) is the equation of state, taken here to be the
ideal gas law. The prognostic vertical momentum
equation of the fully compressible Euler equations has
been reduced to the diagnostic hydrostatic equation
(6.5).

b. Boundary conditions

The boundary conditions are periodicity in the hor-
izontal and no motion across the top and bottom of
the atmosphere, where the top is at constant pressure
pT . Thus

dh
ḣ [ 5 0 at h 5 0, 1. (6.8)

dt

c. Transport equations

To the above set of governing equations are ap-
pended transport equations for various ancillary quan-
tities. These are taken in the form

dC i C i5 F , (6.9)
dt

as in, for example, Dastoor and Pudykiewicz (1996),
where C i is the ith atmospheric tracer and is itsC iF
parameterized forcing. Example atmospheric tracers
include cloud liquid water and chemical species such
as ozone, hydrocarbons, and aerosols. The advective
form (6.9) of the transport equations is equivalent to
the flux form

]
C i(rC ) 1 = · (rC V ) 5 rF , (6.10)i 3 i 3]t

where = 3 and V 3 are, respectively, the three-dimen-
sional gradient operator and velocity vector.

d. Temporal discretization

Equations (6.1)–(6.5) are first integrated in the ab-
sence of forcing, and the parameterized forcing terms
appearing on the right-hand sides of (6.1)–(6.4) are
then computed and added using the usual fractional-
step time method (Yanenko 1971).

The time discretization used to integrate the fric-
tionless adiabatic equations of the first step is implicit/
semi-Lagrangian. Consider a prognostic equation of
the form

dF
1 G 5 0, (6.11)

dt

where F represents one of the prognostic quantities
[VH , ln|]p/]h|, ln(T y /T*) 2 k ln( p/p*)], and G rep-
resents the remaining terms, some of which are non-
linear. Such an equation is approximated by time dif-
ferences and weighted averages along a trajectory de-
termined by an approximate solution to

dx3 5 V (x , t), (6.12)3 3dt

where x3 and V3 are the three-dimensional position
and velocity vectors, respectively. Thus

n n21(F 2 F ) 1 1
n n211 1 « G 1 2 « G 5 0,1 2 1 2[ ]Dt 2 2

(6.13)

where c n 5 c(x 3 , t), c n21 5 c[x 3 (t 2 Dt), t 2 Dt],
c 5 (F, G ), t 5 nDt.

Note that this scheme is decentered along the tra-
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FIG. 5. Schematic for horizontal placement of variables, displayed
around a pole. Squares: scalar fields. Circles: U 5 l component of
wind images. Diamonds: V 5 u component of wind images.

jectory as in Rivest et al. (1994), to avoid the spurious
resonant response arising from a centered approxi-
mation in the presence of orography. The off-center-
ing parameter « is currently set to 0.1 for the oper-
ational regional configuration. Cubic interpolation is
used everywhere for upstream evaluations [cf. (6.13)]
except for the trajectory computations [cf. (6.12)],
where linear interpolation is used with no visible deg-
radation in the results.

Grouping terms at the new time on the left-hand
side and known quantities on the right-hand side,
(6.13) may be rewritten as

n n21
1 1

F 1 1 « DtG 5 F 2 2 « DtG . (6.14)1 2 1 2[ ] [ ]2 2

This yields a set of coupled nonlinear equations for
the unknown quantities at the mesh points of a regular
grid at the new time t, the efficient solution of which
is discussed below. An implicit time treatment, such
as that adopted here, of the nonlinear terms has the
useful property of being inherently computationally
more stable than an explicit one [see e.g., the Gravel
et al. (1993) analysis].

e. Spatial discretization

A variable-resolution cell-integrated finite-element
discretization on an Arakawa C grid is used in the
horizontal with a placement of variables as shown
schematically in Fig. 5. For uniform resolution it re-
duces to the usual staggered finite-difference for-
mulation in spherical geometry (e.g., Bates et al.

1993; Cullen et al. 1997). This particular discretiza-
tion was chosen for two reasons. First it is more suit-
able for tomorrow’s massively parallel architectures
than the implicit spatial discretization of the shallow-
water prototype described in Côté et al. (1993), since
it gives rise to more local computations. The excep-
tion to this is the appearance of an elliptic boundary
problem whose solution is discussed below. Second,
the Arakawa C placement of variables is considered
to be the best one when the mesh length is less than
the Rossby radius of deformation (Arakawa and Lamb
1977; Cullen et al. 1997), making it suitable for me-
soscale applications.

Due to the staggering of variables, there is a certain
arbitrariness with a C grid in how the upstream in-
terpolations of a semi-Lagrangian scheme are made.
In the GEM model these interpolations are performed
using the grid associated with the placement of scalar
quantities. The right-hand sides RU [ (t)] andUx3

RV [ (t)] of the horizontal momentum equations areVx3

first interpolated to the scalar grid using 1D cubic
Lagrange interpolation, where (t) and (t), re-U Vx x3 3

spectively, are the arrival points of the U and V grids.
This is simply a local four-point-weighted averaging
along each of the two coordinate directions, and the
result is denoted by [ ( , ), where superscripts s sR R RV U V

s refers to the scalar grid; [ (t)] is then interpolateds sR xV 3

to the upwind position (t 2 Dt), where (t) is ans sx x3 3

arrival point of the scalar grid. Next, a metric cor-
rection term is computed to ensure that horizontalsdV

displacements are spherically constrained (Côté
1988), and increments are defined on the scalar grid
by

( , ) [ { [ (t 2 Dt)] 1 } 2 [ (t)].s s s s s s sDR DR R x d R xU V V 3 V V 3

(6.15)

The increments and are then interpolateds sDR DRU V

back to the U and V grids, respectively, using 1D cubic
Lagrange interpolation and denoted by andUDRU

, where the superscripts refer to the correspondingVDRV

grids. This is followed by corrections of the original
fields RU and RV . Thus

U V(R , R )| [ {R [x (t 2 Dt)], R [x (t 2 Dt)]}U V upstream U 3 V 3

U V s s5 {R [x (t)], R [x (t)]} 1 (DR , DR ),U 3 V 3 U V

(6.16)

where (t 2 Dt) and (t 2 Dt) denote the upstreamU Vx x3 3

points associated with the arrival points (t) andUx3

(t), respectively.Vx3

The vertical discretization is modeled after that of
Tanguay et al. (1989).

f. Solving the coupled nonlinear set of discretized
equations

After spatial discretization the coupled set of non-
linear equations still has the form of (6.14). Terms on
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the right-hand side, which involve upstream inter-
polation, are evaluated once and for all. The coupled
set is rewritten as a linear one (where the coefficients
depend on the basic state) plus a perturbation that is
placed on the right-hand side and which is relatively
cheap to evaluate. The nonlinear set is then solved
iteratively using the linear terms as a kernel, and the
nonlinear terms on the right-hand side are reevaluated
at each iteration using the most recent values. Two
iterations have been found sufficient for practical con-
vergence.

The linear set can be algebraically reduced to the
solution of a 3D EBV problem. At the present stage
of model development, the solution procedure is as
follows:

R A vertical transform is applied to both sides of the
problem in the standard way using the eigenmodes
of the discrete vertical structure equation, to obtain
a set of decoupled 2D Helmholtz problems (one per
equivalent depth).

R For variable-resolution configurations on a rotated
mesh, the implicit treatment of the Coriolis terms
leads to nonseparable Helmholtz problems. How-
ever, since these terms are relatively small, the gen-
eralized conjugate gradient method of Concus et al.
(1976) converges very quickly (typically two iter-
ations are sufficient) when the preconditioner uses
a simple minimax approximation of the Coriolis
terms, leading to a semidirect solver. A slow Fourier
transform in the form of a full matrix multiplication
is used, which leads to a set of tridiagonal problems
in the north–south direction that are solved via a
LU decomposition. This is followed by an inverse
Fourier transform to obtain the solution of the
Helmholtz problems.

R For uniform-resolution configurations, efficiency is
improved by using fast Fourier transforms to de-
couple the Helmholtz problems, and on unrotated
meshes the problem further simplifies since the Cor-
iolis terms separate naturally.

R The solution of the 3D EBV problem is then ob-
tained by an inverse vertical transform of the so-
lutions of the 2D Helmholtz problems.

The above algorithm vectorizes and parallelizes
very well on shared-memory multiprocessor super-
computers such as Environment Canada’s NEC SX-
4. Also, since the data structures and computations
are very similar to those associated with the Fourier
and Legendre transforms of spectral models, and ef-
ficient parallelization of such models on such archi-
tectures has already been demonstrated (Barros et al.
1996), it should parallelize well on distributed-mem-
ory massively parallel architectures. Nevertheless, al-
gorithmic efficiency can and should be improved upon
in the future. The cost of the vertical and slow Fourier
transforms scale as the square of the number of levels
and longitudes rather than linearly, and this becomes

ever more costly as resolution is increased. A number
of alternative methods can be considered such as mul-
tigrid and domain decomposition with a convergence
accelerator. Further discussion on the efficient solu-
tion of the EBV problems that arise from semi-im-
plicit discretizations may be found in Skamarock et
al. (1997) and, with particular emphasis on parallel
algorithms, in Smith et al. (1996). In the introduction
of this latter reference, the important point is made
that domain decomposition methods lead to algo-
rithms with superior convergence properties and near-
ly O(1) work per degree of freedom, which is almost
optimal.

g. Physical parameterization

To close the problem, the source, sink, and redis-
tribution terms of the right-hand sides of (6.1)–(6.4)
must be specified or parameterized. These forcings
are associated with both unrepresented and subgrid-
scale phenomena. The GEM model has therefore been
interfaced with the unified RPN (Recherche en Prév-
ision Numérique) physics package, using the RPN
standardized interface. This interface greatly facili-
tated matters since it allowed the immediate use of a
tested set of parameterizations without any retuning.
A recent description of the current operational para-
meterizations contained within the package may be
found in Mailhot et al. (1997). Parameterizations are
available for the following physical phenomena:

R turbulent fluxes of momentum, heat, and moisture
over land, water, and ice, based on prognostic tur-
bulent kinetic energy;

R surface-layer effects;
R gravity wave drag;
R prognostic clouds;
R solar and infrared radiation with or without cloud

interaction;
R deep and shallow convection;
R condensation; and
R precipitation including evaporative effects.

The choice of parameterization depends upon the
space and time scales of the application and the res-
olution of the forecast or simulation (e.g., Bougeault
1997). For example, a detailed and expensive radia-
tion calculation is an essential ingredient for climate-
scale simulations, but much less so for short- and
medium-range weather forecasting. Also the appro-
priate treatment of convection is very different (e.g.,
Weisman et al. 1997) between a large-scale applica-
tion where it is parameterized, and a meso-g-scale
application where it may be parameterized very dif-
ferently or even represented explicitly. It is also useful
to experiment with different parameterizations of a
given process. For example, three different land sur-
face parameterization schemes are available at RPN:
the operational scheme, the CLASS scheme (Verseghy
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1991, 1993) of Environment Canada’s Climate
Branch, and the ISBA scheme (Bélair et al. 1998) of
Météo-France.

In the context of a variable-resolution model, there
can be a considerable disparity between the resolution
of the uniform-resolution subdomain and that geo-
graphically far away from it. A frequently asked ques-
tion is then: what does one do in this context regarding
parameterization? In our view parameterizations
should be chosen to be appropriate to the resolution
of the high- and uniform-resolution subdomain. Pro-
vided that they do not behave pathologically at low
resolution (in which case they could be simply
switched off there, making the model somewhat more
efficient), then there is simply insufficient time during
the period of integration for their errors to reach the
area of interest (i.e., a subarea of the area of uniform
resolution) and contaminate it. Parameterizations
should be formulated, to the extent possible, such that
a measure of the model’s local resolution is a param-
eter used to determine local aggregations and local
threshold values of trigger functions, thereby extend-
ing their validity as a function of resolution. This
would reduce the need for retuning parameters each
time the resolution is changed within the validity re-
gime associated with the underlying parameterization
hypotheses.

h. Digital filter diabatic finalization

Digital filtering is proving to be a good method for
the diabatic initialization of weather forecast models
(Lynch and Huang 1994). For the model described
here, the digital filtering diabatic finalization tech-
nique described in Fillion et al. (1995) is used to filter
out high-frequency oscillations having periods small-
er than 6 h. A 6-h forward integration of the complete
model, including all the diabatic forcing terms, gen-
erates a time series of model states. These are filtered
as this 6-h integration progresses in time leading to
a time-filtered state that is valid 3 h into the integra-
tion. The model is then integrated forward in time in
the usual way by restarting the integration at 3 h using
this time-filtered state.

7. Summary

To meet the needs of operational weather forecast-
ing and research, as well as those of air quality and
climate modeling, a unified strategy is proposed that
is based on the use of a global variable-resolution
model, run with different configurations. Broadly
speaking, these are

R a uniform-resolution global-scale configuration, for
large-scale problems such as medium- and long-
range weather forecasting, climate change model-
ing, and the long-range transport of pollutants;

R a variable-resolution synoptic-scale configuration
for regional-scale problems such as more detailed
forecasts to 2 days, and regional air quality and
climate modeling; and

R variable-resolution meso-b and meso-g configura-
tions for yet-more-detailed forecasts and simula-
tions at correspondingly shorter time periods.

This approach offers economies in both operational
and research environments, since there is only one
model to maintain, develop, and optimize, instead of
the usual two or more. It also provides a viable and
conceptually simple solution to the nesting problem
for regional forecasting: the planetary-scale waves are
adequately resolved around a high-resolution sub-
domain (which resolves the smaller scale distur-
bances), there are no artificial lateral boundaries, and
there is no abrupt change of resolution across an in-
ternal boundary since the resolution varies smoothly
away from the area of interest.

Ingredients of this strategy include

R an implicit time treatment of the nonadvective terms
responsible for the fastest-moving acoustic and
gravitational oscillations;

R a semi-Lagrangian treatment of advection to over-
come the stability limitations encountered in Eu-
lerian schemes due to the convergence of the me-
ridians and to strong jet streams;

R a cell-integrated finite-element spatial discretization
to provide a robust way of achieving variable res-
olution;

R an arbitrary rotated latitude–longitude mesh to fo-
cus resolution on any part of the globe;

R an embedded advection–diffusion module to trans-
port a family of chemical species for air quality and
environmental-emergency-response applications;

R a 3D variational data assimilation system, to be de-
scribed in detail elsewhere; and

R a tangent linear model and its adjoint to facilitate
the development of future 4D data assimilation sys-
tems.

Results, with a particular emphasis for variable-
resolution mesoscale configurations, are given in Part
II.
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FIG. A1. Schematic for the one-dimensional variable resolution distribution and labeling of (N un

1 N var 1 1) points of a domain of length (Lun 1 Lvar) having a uniform-resolution subdomain of
length Lun, where N var is restricted to be even.
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APPENDIX

Asymptotic Properties of a Family of
Variable-Resolution Meshes

Consider the one-dimensional variable-resolution
distribution of (N un 1 N var 1 1) points shown in Fig.
A1 for a domain of length (Lun 1 Lvar ) having a uni-
form-resolution subdomain of length Lun , where N var

is restricted to be even. There are thus N un intervals
in the uniform-resolution subdomain, and N var/2 in-
tervals in each of the two variable-resolution sub-
domains. Also, let the resolution in the variable-res-
olution subdomains vary such that, moving from the
uniform-resolution subdomain, each successive mesh
length is a fixed ratio r larger than that of its preceding
neighbor, with the first such mesh length being set to
rh, where h is the constant mesh length of the uniform-
resolution subdomain. Thus, considering the right-
most variable resolution part of the mesh in Fig. A1,
the mesh length to the right of the point with the index
n is

varN
n11h 5 r h for n 5 0, 1, 2, . . . , 2 1 , (A.1)n 1 22

where
unL

h 5 . (A.2)
unN

With the above definitions, the following constraint
must hold:

varL var2 3 N /25 rh 1 r h 1 r h 1 · · · 1 r h
2

varN /2r 2 1
5 rh. (A.3)1 2r 2 1

This may be rewritten as

CvarN /2r 2 1 5 , (A.4)
h

where

(r 2 1)
varC 5 L (A.5)

2r

is a constant for a fixed ratio r. Solving (A.4) then
yields

ln(1 1 C /h)
varN 5 2 . (A.6)

lnr

For r . 1 and Nvar large, (A.4) asymptotically re-
duces to

CvarN /2r ø , (A.7)
h

and so asymptotically

lnC 2 lnh
varN ø 2 . (A.8)1 2lnr

Consider now the question: how many additional
points are asymptotically required in the variable res-
olution parts of the mesh if the resolution is doubled
in the fixed-size uniform-resolution subdomain, while
still maintaining a fixed ratio r between successive
mesh lengths in the two variable resolution subdo-
mains? Now the number of mesh points N var (h/2) in
the variable resolution parts of the mesh after such a
doubling of resolution in the uniform-resolution sub-
domain asymptotically goes from the number N var (h)
given in (A.8) to
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h lnC 2 ln(h /2)
varN 5 21 2 [ ]2 lnr

lnC 2 lnh ln2
5 2 1 21 2 1 2lnr lnr

ln2
var5 N (h) 1 2 . (A.9)1 2lnr

Thus, asymptotically, for each successive doubling
of resolution in the uniform resolution subdomain
only an additional (ln2/lnr) points need to be added
in each of the two variable resolution subdomains.
For r ø 1.1, this means that only an extra seven points
are asymptotically required in each variable-resolu-
tion subdomain when doubling the number in the uni-
form-resolution subdomain.

From (A.6), (A.5), and (A.2), the ratio of the num-
ber of mesh points in the uniform-resolution subdo-
main (including both its end points) to the total num-
ber may be determined. This ratio will depend upon
whether the domain is periodic or not. For a periodic
domain, there will be one less total number of points
since the leftmost and rightmost points coalesce into

a single point. Thus for a periodic domain the ratio
of the number of mesh points in the uniform-reso-
lution subdomain (including both its endpoints) to the
total number is

un unN 1 1 (L 1 h) lnr
5 , (A.10)

un varN 1 N var(r 2 1) L
unL lnr 1 2h ln 1 1[ ]2r h

whereas for an aperiodic domain it becomes
unN 1 1

un varN 1 N 1 1
un(L 1 h) lnr

5 . (A.11)
var(r 2 1) L

un(L 1 h) lnr 1 2h ln 1 1[ ]2r h

Equations (A.10) and (A.11) can be used to deter-
mine the ratio of the number of mesh points in the
uniform-resolution subdomain to the total number for
the two-dimensional variable-resolution meshes dis-
cussed in the body of this paper. Using these and
letting subscripts l and u denote quantities in the l
and u directions, respectively, then leads to the fol-
lowing expression for this ratio:

un unN 1 1 N 1 1l u

un var un var1 21 2N 1 N N 1 N 1 1l l u u

un un(L 1 h ) ln(r )(L 1 h ) ln(r )l l l u u u5 , (A.12)
var var(r 2 1) L (r 2 1) Ll l u uun unL lnr 1 2h ln 1 1 (L 1 h ) lnr 1 2h ln 1 1l l l u u u u5 65 6[ ] [ ]2r h 2r hl l u u

where 5 2p 2 and 5 p 2 .var un var unL L L Ll l u u
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Edouard, S., B. Legras, F. Lefèvre, and R. Eymard, 1996: The effect
of mixing on ozone depletion in the Arctic. Nature, 384, 444–
447.

Errico, R., and D. Baumhefner, 1987: Predictability experiments using
a high-resolution limited-area model. Mon. Wea. Rev., 115, 488–
504.
, T. Vukicevic, and K. Raeder, 1993: Comparison of initial and
lateral boundary condition sensitivity for a limited-area model.
Tellus, 45A, 539–557.

Estrade, J. F., and D. Birman, 1995: Adapting parallel IFS/ARPEGE
to METEO-FRANCE implementation. Parallel Supercomputing
in Atmospheric Science: Sixth ECMWF Workshop on the Use of
Parallel Processors in Meteorology. World Scientific, 206–222.

Fillion, L., H. L. Mitchell, H. Ritchie, and A. Staniforth, 1995: The
impact of a digital filter finalization technique in a global data
assimilation system. Tellus, 47A, 304–323.

Fox-Rabinovitz, M., G. Stenchikov, M. Suarez, and L. Takacs, 1997:
A finite-difference GCM dynamical core with a variable reso-
lution stretched grid. Mon. Wea. Rev., 125, 2943–2968.

Gates, W. L., 1992: AMIP: The Atmospheric Model Intercomparison
Project. Bull. Amer. Meteor. Soc., 73, 1962–1970.
, ed. 1995: The Proceedings of the First International AMIP
Scientific Conference. WCRP-92, WMO/TD-No. 732, World Cli-
mate Research Programme, World Meteorological Organisation,
532 pp.

Gauthier, P., L. Fillion, P. Koclas, and C. Charette, 1996: Implemen-
tation of a 3D variational analysis at the Canadian Meteorolog-
ical Centre. Preprints, 11th Conf. on Numerical Weather Pre-
diction, Norfolk, Virginia, American Meteor. Soc. 232–234.

Gravel, S., and A. Staniforth, 1992: Variable resolution and robust-
ness. Mon. Wea. Rev., 120, 2633–2640.
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